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Abstract

In this highly digitised world, fake news is a challenging
problem that can cause serious harm to society. Considering
how fast fake news can spread, automated methods, tools and
services for assisting users to do fact-checking (i.e., fake news
detection) become necessary and helpful, for both profession-
als, such as journalists and researchers, and the general public
such as news readers. Experts, especially researchers, play an
essential role in informing people about truth and facts, which
makes them a good proxy for non-experts to detect fake news
by checking relevant expert opinions and comments. There-
fore, in this paper, we present aedFaCT, a web browser ex-
tension that can help professionals and news readers perform
fact-checking via the automatic discovery of expert opinions
relevant to the news of concern via shared keywords. Our ini-
tial evaluation with three independent testers (who did not
participate in the development of the extension) indicated that
aedFaCT can provide a faster experience to its users com-
pared with traditional fact-checking practices based on man-
ual online searches, without degrading the quality of retrieved
evidence for fact-checking. The source code of aedFaCT is
publicly available at https://github.com/altuncu/aedFaCT.

1 Introduction
The digital age has evolved into an infodemic age, with the
rapid propagation of false and misleading information in this
highly digitised world, mixed with true and reliable infor-
mation. As part of this, fake news prevents society from
obtaining accurate information based on real evidence. The
COVID-19 pandemic has demonstrated how fake news can
seriously cause harm to people (BBC News 2020).

Considering the amount of information available online
and how fast information can be widely disseminated with
the help of digital communication technologies, detecting
fake news at scale is an important task. Therefore, many
researchers have studied automated fact-checking meth-
ods (Zhou and Zafarani 2020). However, automated fact-
checking solutions are yet to be sufficient to adapt to various
contexts, languages, and modalities. In addition, they insuf-
ficiently consider human factors, such as trust and usability,

*Corresponding co-authors: Enes Altuncu (ea483@kent.ac.uk)
and Shujun Li (S.J.Li@kent.ac.uk).
Copyright © 2023, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

which is crucial for practical use (Das et al. 2023). These
paved the way for semi-automated solutions that attempt to
combine human and machine intelligence. With this respect,
the literature involves many fact-checking systems leverag-
ing human-machine teaming in different ways (Guo et al.
2020; Das et al. 2023). Besides, there exists a wide range of
tools and services that can assist professionals and common
readers with fake news detection (Nakov et al. 2021).

Experts play a crucial role in the fight against fake sci-
entific news by enlightening society with truths and facts
through various communication channels, especially the
news media. In the complicated landscape of the infodemic
age, people are likely to seek help from experts they trust,
such as scientists and professionals, since they are often con-
sidered the highly trusted groups in society (Ipsos MORI
2022). This makes them a proxy for non-experts to fact-
check suspicious scientific claims. Other than giving expert
comments and being interviewed, experts support journal-
ists in reporting online false information to bridge gaps in
their contextual understanding and methodological exper-
tise (McClure Haughey, Povolo, and Starbird 2022). Be-
sides, experts are a crucial element of the fact-checking pro-
cess conducted by human fact-checkers (Graves 2017). With
this respect, there has been much effort to engage with ex-
perts for scientific fact-checking. To exemplify, Science Me-
dia Centre1 aims to build bridges between experts and jour-
nalists so that scientific information covered in the media
becomes accurate and evidence-based. Another example is
Meedan’s Digital Health Lab2, which is composed of scien-
tists, content moderation experts, and journalists to support
evidence-based responses to health misinformation.

However, this expert-journalist collaboration could be
insufficient to combat fake scientific news due to sev-
eral reasons, including challenges in scientific communica-
tion (Bucchi 2017), the existence of outlier experts who do
not share the majority opinions, and the selection of experts
with incompatible expertise (Palmer 2020). These problems
indicate the need and potential usefulness of tools that can
leverage multiple experts’ opinions as evidence for fact-
checking purposes. Therefore, in this work, we present aed-
FaCT, a web browser extension that can help professionals

1https://www.sciencemediacentre.org/
2https://meedan.com/programs/digital-health-lab



and common readers to discover the opinions of multiple ex-
perts on relevant topics of a particular scientific news article
in a semi-automated manner. aedFaCT extracts expert opin-
ions from several credible news sources based on a num-
ber of candidate keywords automatically extracted from the
target news article, and it also automatically retrieves rel-
evant peer-reviewed scientific publications based on such
keywords. Based on the results, users can make a decision
on the veracity of suspicious claims on their own by con-
sidering the retrieved evidence. Moreover, aedFaCT enables
users to see a list of researchers with relevant expertise based
on their publications in order to inform them about who to
follow and to approach on a specific topic. In a nutshell,
aedFaCT is a “smart search assistant” for fact-checkers to
help minimise the manual work they have to do using online
search engines and other known information sources.

The rest of the paper is organised as follows. Section 2
briefly reviews related work. Then, Section 3 presents a fo-
cus group study to understand the mental process of users
during scientific fact-checking. The architecture of the pro-
posed system is introduced in Section 4, and the details of
its evaluation are provided in Section 5. Finally, the paper is
concluded with a brief discussion in Section 6 and the con-
cluding remarks in Section 8.

2 Related Work
2.1 Human-Machine Teaming Approaches in

Fact-Checking
Automated fact-checking at scale is a challenging task.
Hence, recent research includes hybrid solutions based on
human-machine teaming to assist fact-checkers and the gen-
eral public with a level of automation in the process of fact-
checking. For example, Nguyen et al. (2018) designed a
mixed-initiative approach to fact-checking where the sys-
tem predicts the veracity of a claim based on relevant ar-
ticles with their stance towards the veracity of the claim and
the reputation of each source. The users’ role in this de-
sign is to change the source reputation and stance of each
article for more accurate prediction. More recently, Gupta
et al. (2021) introduced an evidence retrieval approach to
search for semantically-similar news articles to assist users
when validating news articles. This system leaves the fact-
checking decision to the user. Moreover, La Barbera, Roi-
tero, and Mizzaro (2022) proposed a hybrid human-in-the-
loop framework for the veracity assessment of claims, rely-
ing on three major components: AI, crowdsourcing, and ex-
perts. The veracity of the claim is considered as correctly
classified if any component produces a prediction with a
high confidence score. Otherwise, the claim is forwarded
to the next component. Another human-in-the-loop AI sys-
tem is HAMLET, a conceptual framework leveraging AI-
expert teaming in multiple fact-checking tasks, such as the
collection of expert data annotations and expert feedback,
AI system performance monitoring, and life cycle manage-
ment (Bandhakavi, Hoffmann, and Lear 2022). Finally, Ar-
royo Guardeño et al. (2021) introduced a toolbox, namely
Ms.W, combining several publicly available services and
tools that help users with fact-checking and source credi-

bility assessment.
As another way of human-machine teaming, several fact-

checking systems utilise crowd intelligence in different
stages. For instance, Vo and Lee (2018) leveraged guardians,
who are social media users correcting false information
by referring to fact-checking URLs, and presented a fact-
checking URL recommendation model to motivate them to
engage more in fact-checking activities. Furthermore, so-
cial media companies enable users to flag posts containing
false information and sent them to fact-checkers for further
investigation if there are sufficient flags. Recently, Twitter
launched Community Notes3 (previously known as Bird-
watch), where users can add context to tweets to prevent the
platform from false information.

2.2 Web Browser Extensions for Fact-Checking
Web browser extensions are quite useful for fact-checking,
especially for web-based documents and articles. For exam-
ple, BRENDA allows users to perform automatically fact-
checking a news article or a snippet from the article (Bot-
nevik, Sakariassen, and Setty 2020). It identifies the check-
worthy claims, classifies them with a deep neural network,
and then, shows the results to the user along with the evi-
dence found from top-10 Google Search results. Another au-
tomated solution is FADE, which discovers multiple sources
containing the same news story and performs automated
fact-checking according to the trustworthiness of the news
sources and the cited sources in the article (Jabiyev et al.
2021). Other than the solutions developed in academia, The
Factual4 automatically rates news articles based on several
characteristics, including their source quality and bias, au-
thor expertise, and tone.

There also exist Web browser extensions helping users
with content analysis and evidence retrieval for fact-
checking. One such tool is InVID, which helps users ver-
ify videos and images with a number of tools it con-
tains (Teyssou 2019). As another example, News2PubMed
retrieves relevant health research papers given a news arti-
cle (Wang and Yu 2021). Another tool is called News Scan,
which shows several characteristics of the source and con-
tent of news articles, such as source popularity, sentiment,
objectivity, and bias, to assist users to make a judgement on
the source and content credibility (Kevin et al. 2018). Fi-
nally, NewsGuard5 shows manually assigned source credi-
bility ratings next to links on search engines and social me-
dia platforms.

3 Mental Process of Users During
Fact-Checking

In this study, our aim is to develop a semi-automated fact-
checking system for both professionals and common read-
ers, which automates, at least, part of the users’ claim in-
vestigation process. To this end, we need to understand how
users manually perform fact-checking and what strategies

3https://help.twitter.com/en/using-twitter/community-notes
4https://www.thefactual.com/
5https://www.newsguardtech.com/



they normally use to investigate a claim. From a general per-
spective, content is the most important factor for users dur-
ing fact-checking (Pidikiti et al. 2020). Users mainly rely
on their own knowledge and sense of judgement to make
a decision, and they perform external acts of authentication
(e.g., searching for more information via Google, family and
friends, and experts) only if the first phase fails (Tandoc Jr.
et al. 2018; Freiling 2019). When users seek external infor-
mation, they commonly prefer information that they con-
sider credible, such as peer-reviewed scientific papers, fact-
checking reports, mainstream news articles, and Wikipedia
entries (He and He 2022).

Since the current literature lacks a systematical discussion
of how different processes that fact-checkers and common
readers follow to verify scientific information, we conducted
a focus group discussion between the first author and three
other co-authors (the third, fourth and sixth) of this paper,
who were all PhD students in Computer Science focusing on
a relevant research topic (AI, NLP, and/or cyber security),
to understand how users verify the veracity of news con-
tent. At the time of the discussion, only the first co-author
knew about the details of the study as the initialiser of the
work. During the discussion, an example news article con-
taining a false claim about COVID-19 was provided to the
participants, and the investigation of the claim has been per-
formed by discussing each step of the fact-checking process.
The discussion was conducted with three fact-checking sce-
narios, separately: (1) the participants (as researchers) per-
formed fact-checking themselves; (2) the participants sim-
ulated how common readers with less domain knowledge
would perform fact-checking without using expert opinions
as a proxy; and (3) the participants simulated how common
readers would perform fact-checking by using expert opin-
ions as a proxy. For all the scenarios, the discussion was
made with the same participants instead of separate groups
of researcher and common reader participants, for the sake
of simplicity and to allow cross-scenario alignment. Using
researchers as common readers is not necessarily a prob-
lematic setup, since researchers are effectively like common
readers for research areas beyond their own expertise (e.g.,
health and medicine for all the authors of this paper).

In the first scenario, the participants suggested identifying
some keywords about the investigated claim and using them
to search for relevant research papers on Google Scholar.
Then, they suggested reading the abstracts of the first few
publications to make a decision, provided that they trust the
publisher. In the second scenario, however, they preferred
to use Google Search to search for relevant material with
the same set of keywords, assuming that common readers
would have been unfamiliar with scientific papers and re-
search databases. Then, they wanted to check out the search
results that are trustable for them, e.g., a news article from a
news outlet they trusted, or a post from a university’s official
website advertising their research. Finally, in the third sce-
nario, the participants suggested identifying multiple rele-
vant domain experts through the websites of the correspond-
ing institution or departments of well-known universities.
Moreover, they found relevant news articles useful to iden-
tify some domain experts by checking who has been inter-

viewed in the article.
The focus group discussion provided three major con-

clusions on users’ scientific fact-checking process, support-
ing the findings of existing literature on the general fact-
checking practices of fact-checkers and laypeople (Juneja
and Mitra 2022; Micallef et al. 2022; He and He 2022):
(1) domain experts were generally at the core of the fact-
checking process, either explicitly, or implicitly through
their publications; (2) only the sources they trusted were
considered; and (3) multiple sources were taken into account
for cross-checking what has been obtained.

4 System Design
4.1 Overview
The overview architecture of aedFaCT is shown in Figure 1.
The system involves three main parts: (i) keyword extraction
and selection; (ii) expert opinion discovery; (iii) scientific
evidence retrieval.

4.2 Keyword Extraction and Selection
As the first step, the system needs to learn the context of
the given news article by extracting a number of descrip-
tive keywords. We designed this process as a human-in-the-
loop mechanism to avoid topic drift while using the obtained
keywords in searching. The system first fetches and parses
the news content using the Newspaper3k6 library. Then, it
performs automatic keyword extraction (AKE) with a state-
of-the-art AKE algorithm, SIFRank+ (Sun et al. 2020), to
obtain the initial set of keywords. Based on the findings of
our previous study (Altuncu et al. 2022), we used our own
version of SIFRank+, enhanced with post-processing. More
precisely, the enhancement involves PoS-tagging-based fil-
tering, and prioritising keywords contained in the corre-
sponding domain thesaurus or Wikipedia as an entry. This
ensures that only noun phrases are considered keywords,
and contextual keywords are given priority. As AKE meth-
ods are incapable of providing sufficient accuracy (Papa-
giannopoulou and Tsoumakas 2020), we ask users to se-
lect the keywords relevant to the article out of ten identi-
fied keywords through the pop-up window shown in the Web
browser, as depicted in Figure 2. Users are also allowed to
add and select their own keywords through the user inter-
face.

4.3 Expert Opinion Discovery
This step aims to explore the scientific views or comments
of domain experts in the news media on the identified topic.
The system combines the keywords selected by the user
in the previous step with the AND operator to generate a
search query to search for relevant news items. Although
a more useful query can be formed with a combination of
different logical operators, we simply used the AND oper-
ator for the sake of simplicity. The searches are done via
Google’s search APIs by considering the following types of
news sources:

6https://newspaper.readthedocs.io/en/latest/
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Figure 1: The architecture of aedFaCT

1. Mainstream News Outlets: This includes credible news
outlets with high traffic and wide news coverage. We
set up a Google site-restricted search engine, which al-
lows 10 websites for inclusion, and covered 10 news out-
lets with high credibility in English-language and hav-
ing no paywall. For the source credibility measure, we
considered the Media Bias/Fact Check (MBFC) credibil-
ity ratings7 since it has been utilised by several recent
studies (Krieg et al. 2020; Chen and Freire 2020; Weld,
Glenski, and Althoff 2021). The included news outlets
are shown in Table 1.

2. Scientific News Outlets: This type involves credible pro-
science news websites, featuring scientific views and re-
cent research findings. For this part, we set up another
Google site-restricted search engine with 10 selected
news websites. The selection was made according to the
MBFC credibility ratings with the help of bias, credibil-
ity, and traffic filters, and the websites with pro-science
bias, wide news coverage, higher traffic, and no paywall
were preferred. Table 1 indicates the list of selected web-
sites of this type.

3. Other Credible News Sources: In addition to the pre-
vious types, there are other types of news sources that
might include expert opinions, such as news released
by institutions and domain-specific news websites (e.g.,
Medscape, News Medical). To cover these, we set up a
Google custom search engine without any site restriction
to augment the search results containing the other two
types of news sources. Since Google can also show re-
sults from non-news websites, we limited the search re-
sults with the NewsArticle8 Schema.org type to include
only news articles. Furthermore, we utilised the Iffy In-
dex of Unreliable Sources9, which is based on MBFC,
to exclude untrustworthy news sources from the search
results.

7https://mediabiasfactcheck.com/
8https://schema.org/NewsArticle
9https://iffy.news/index/

The search results obtained from the three search engines
are aggregated with the given order. Although it is possi-
ble to merge the three search engines into a single custom
search engine, we preferred to use site-restricted engines for
the first two types of news sources since we observed that
site-restricted search engines provide more reliable results,
and custom search engines configured to search the entire
Web are limited to a subset of the Google Web Search cor-
pus10. Hence, we benefited from a custom search engine as
a secondary source to populate the obtained results from the
site-restricted search engines.

Once the aggregated set of search results is obtained,
the system tries to capture expert opinions from each ar-
ticle, which are mostly in the form of reported speeches,
since they contain the most indicative elements (e.g., re-
ported speeches, named entities, and quotes) of page useful-
ness for fact-checking (Hasanain and Elsayed 2022). In this
manner, it first downloads the news article with the Newspa-
per3k library. Then, the article is tokenised with two consec-
utive newline characters to obtain its paragraphs. Finally, for
each paragraph, named entities are extracted with the spaCy
library’s NER feature. Only the paragraphs which contain
at least one person name, one academic organisation name
(containing an indicative word or phrase, such as university,
institute, academy, and research centre) and a pair of sin-
gle or double quotation marks (indicating a reported speech)
are selected. As an exception, the summary extracted by the
Newspaper3k library is shown to users for the The Conver-
sation news articles instead of retrieved expert opinions as
they are already written by researchers and academics. As
shown in Figure 3, the selected paragraphs are combined
and shown to users in an individual box that also contains
the source type (icon on the top-left), source name, and pub-
lish date. If the shown expert opinions are insufficient for
a judgement and require further reading, users can click on
the box to see the full article. Furthermore, a green clickable

10https://support.google.com/programmable-search/answer/
70392



Figure 2: The user interface of the keyword extraction step in aedFaCT

Table 1: News outlets covered by the site-restricted search engines

Mainstream News Outlets Scientific News Outlets
NPR (www.npr.org) Science (www.science.org)

NBC News (www.nbcnews.com) EurekAlert (www.eurekalert.org)
Sky News (news.sky.com) The Scientist (www.the-scientist.com)

ABC News (www.abcnews.go.com) Science News (www.sciencenews.org)
Euronews (www.euronews.com) MIT Technology Review (www.technologyreview.com)

Reuters (www.reuters.com) Popular Science (www.popsci.com)
BBC News (www.bbc.com) Science Daily (www.sciencedaily.com)

PBS NewsHour (www.pbs.com/newshour) Science Alert (www.sciencealert.com)
Associated Press (www.apnews.com) Live Science (www.livescience.com)

CBS News (www.cbsnews.com) The Conversation (www.theconversation.com)

tick directing to the corresponding MBFC credibility rating
webpage is added next to the names of the mainstream and
science news sources for better explainability.

4.4 Scientific Evidence Retrieval
Scientific publications can also be considered a source of ex-
pert opinions as they are written by domain experts. There-
fore, this step aims to retrieve research papers relevant to the
topic of the input article.

Similar to the previous step, we try to include only the
records with high credibility. With this respect, we utilised
Scopus API (with the help of the Pybliometrics library (Rose
and Kitchin 2019)) to search for relevant peer-reviewed pub-
lications. The searches are made by combining the selected
keywords with an AND operator, similar to the previous step.
In addition, each keyword is surrounded by double quota-

tion marks since it enables the inclusion of loose matches
by allowing for wildcards and lemmatisation (Beatty 2022).
As shown in the upper side of Figure 4, the obtained search
results are shown to the user inside individual boxes contain-
ing the title, source, publication year, and abstract, with an
order of relevance and publication year.

In addition to the scientific evidence provided by the tool,
users, especially fact-checkers and journalists, might want
to know the experts on the topic themselves to follow their
research and/or make contact with them. To enable this, our
proposed tool profiles the co-authors of the publications re-
trieved in the previous step, by obtaining relevant informa-
tion, e.g., profile links, from their Scopus and ORCID pro-
files. The obtained researcher profiles are ordered by their
number of publications in the search result. In the case that
this number is equal, they are ranked based on the amount



Figure 3: An example output from aedFaCT showing some of the retrieved news articles.

of information their profile contains to prioritise more con-
tactable researchers. The bottom side of Figure 4 shows an
example output from the user interface showing a list of re-
searchers.

5 Evaluation
To check the functionality and validity of the proposed Web
browser extension, we conducted an initial evaluation as a
pilot study with three co-authors (the third, fourth, and fifth)
of this paper (one male and two female researchers), who
were not included in the design and implementation phases
of the tool. They were provided with 20 health news arti-
cles released by multiple sources with different credibility
levels. The health domain was selected in order for a bet-
ter simulation of common readers since it was outside the
participants’ areas of expertise. Then, the participants were
asked to investigate the veracity of each news article and
provide ratings for the shown output, in two rounds: 1) man-
ually by following the investigation practices in their daily
lives, such as using a Web search engine, and/or using a re-
search database; 2) by using our proposed tool, aedFaCT.

For collecting the ratings from the participants, we set up
a survey on Google Forms, containing a rating scale for each
processed news article in both rounds together with a figure
explaining each option in the scale. In addition, the survey
included two questions to assess the perceived success of
aedFaCT in terms of which approach had been faster and
more helpful (with the options manual investigation, inves-
tigation with aedFaCT, and no difference). Finally, it con-
cluded with an open-ended question for comments and feed-
back.

In terms of the evaluation criteria in the rating scale,
we followed Google’s search quality guidelines (Google
2022), which was proposed for evaluating Google search
engine results with human raters. Although there are criti-
cisms regarding the inadequacy of such retrieval effective-
ness tests (Lewandowski 2015), similar approaches are still

being used in the literature (Ciccone and Vickery 2015). The
guidelines involve mainly two tasks: determining to what
extent the page achieves its purpose (“Page Quality”) and
determining if search results are useful (“Needs Met”). Be-
cause our tool only benefits from credible news outlets and
peer-reviewed publications, the former task is redundant in
our case. Therefore, we only covered the latter task in our
evaluation.

The “Needs Met” task involves two steps, which are about
determining the user intent and the rating. Since all users
of our tool will have the same intent, i.e., veracity assess-
ment, the first step is redundant. Therefore, we only asked
our evaluators to determine the rating of the search results
by following the scale shown in Table 2.

As a result of the evaluation, the average rating of the
three raters when they manually investigated the given news
articles was 4.35. This average has risen to 4.57 when they
utilised aedFaCT in their investigations. In addition, the
raters were in moderate agreement that aedFaCT provided
better or similar results with respect to what they were able
to obtain with their manual investigations, with a Fleiss’
Kappa of 53.33%. However, the raters have all agreed that
fact-checking with aedFaCT was faster than their own prac-
tices. These results indicate that aedFaCT can help users per-
form fact-checking faster without degrading the quality of
retrieved evidence for fact-checking. However, more exten-
sive experiments are needed to evaluate its performance.

6 Further Discussions
6.1 Comparing aedFaCT with Existing Tools
aedFaCT differs from existing fact-checking systems in sev-
eral ways. To begin with, to the best of our knowledge, it
is the first fact-checking system completely based on expert
opinion discovery although there exist studies leveraging ex-
perts in fact-checking (La Barbera, Roitero, and Mizzaro
2022; Bandhakavi, Hoffmann, and Lear 2022; Wang and Yu
2021). Secondly, it is an evidence retrieval tool, and the fi-



Figure 4: An example output from aedFaCT showing some of the retrieved scientific publications and their co-authors, respec-
tively

Table 2: Rating scale for the Needs Met task (Google 2022)

Rating Description
Fully Meets (FullyM) All or almost all users would be immediately and fully satisfied by the result and would not need

to view other results to satisfy their need.
Highly Meets (HM) Very helpful for many or most users. Some users may wish to see additional results.

Moderately Meets (MM) Helpful for many users OR very helpful for some users. Some or many users may wish to see
additional results.

Slightly Meets (SM) Helpful for fewer users. There is a connection between the query and the result, but not a strong
or satisfying connection. Many or most users would wish to see additional results.

Fails to Meet (FailsM) Completely fails to meet the needs of the users. All or almost all users would wish to see addi-
tional results.

Not Applicable (N/A) The evaluator was unable to evaluate the result.

nal decision on the veracity is given by the user. Thus, it
can establish trust among the users more easily unlike many
fact-checking tools with a black-box design and fully au-
tomated decision-making mechanism, due to scepticism to-

wards automation (Juneja and Mitra 2022). Another strength
of aedFaCT is that it targets both common readers and pro-
fessionals by retrieving both news articles and scientific pub-
lications. This enables users to consider information sources



that they are more familiar with, depending on their level
of expertise. In addition, it provides users with evidence
from multiple sources and experts, which is a beneficial ap-
proach to breaking users out of their echo chambers. Finally,
its overall workflow aligns with the common practices of
human fact-checkers, in which engaging with experts is a
key element, meaning that fact-checkers can use the tool
to accelerate their claim investigation processes (Juneja and
Mitra 2022; Micallef et al. 2022). To be more precise, an
overview of different characteristics of aedFaCT and other
existing tools is provided in Table 3. As a result, we believe
that aedFaCT can be made a new useful tool for fighting
against false information and has the potential to be a part of
standard fact-checking processes performed by both human
fact-checkers and common readers.

6.2 Limitations and Future Work

The existing version of the proposed tool has a number
of limitations. Firstly, it depends on external APIs (i.e.,
Google and Scopus) having quotas for the number of re-
quests. Google Custom Search API11 allows 10,000 requests
per day while Scopus Search APIs12 have a weekly quota
between 5,000 and 20,000 requests, depending on the used
API service. This makes it quite difficult to deploy aedFaCT
for a wider community. Another limitation of the tool is
its relatively low speed during keyword extraction. Since
AKE methods already suffer from poor accuracy (Papa-
giannopoulou and Tsoumakas 2020), we preferred accuracy
over speed when selecting the AKE method and used the one
(i.e., SIFRank+) providing the best accuracy although there
exist various lightweight AKE algorithms. Besides, the in-
formation retrieval process was based on the selected key-
words combined simply with the AND operator. This causes
fewer records as a result of the searches, especially when
too many keywords were chosen by the user. Therefore, a
smarter approach utilising a combination of logical opera-
tors (e.g., using the OR operator for similar keywords) is
needed for obtaining better search results. Lastly, the evalu-
ation of aedFaCT has been conducted as a pilot study with
a small number of participants having similar backgrounds.
Hence, more extensive experiments with a more diverse
and representative participant population, covering both pro-
fessionals (e.g., fact-checkers and journalists) and common
readers, are required.

Apart from resolving the limitations, for future work, we
aim to improve the capabilities of aedFaCT. The existing
version does not specifically consider retrieving results from
official websites, e.g., governmental organisations, NGOs,
and academic institutions. These can be retrieved by check-
ing the URL extensions of the general Web results. More-
over, we plan to incorporate research on claim detection into
aedFaCT so that extracted keywords can be more focused on
specific claims in the input article.

11https://developers.google.com/custom-search/v1/overview#
pricing

12https://dev.elsevier.com/api key settings.html

6.3 Broader Impact
This work has some potential outcomes from a broader per-
spective. Since it accelerates the fact-checking process for
users, it might encourage them to make fact-checking a daily
activity and increase awareness in society for tackling false
information online. However, users should be conscious
when assessing the veracity of news items with the expert
opinions shown by aedFaCT. Although aedFaCT retrieves
evidence only from trustworthy sources, the displayed ex-
pert opinions might contradict each other due to disagree-
ments between different experts. Therefore, aedFaCT does
not eliminate the need for critical thinking ability for its
users.

7 Research Ethics Considerations
The work reported in this paper involved a focus group dis-
cussion participated and a validation experiment participated
by some co-authors of the paper only. According to the re-
search ethics guidelines of the University of Kent’s Central
Research Ethics Advisory Group and general advice given
by the School of Computing’s Research Ethics Officer, such
user studies involving researchers who are part of the re-
search only were exempted from going through a research
ethics review process. Both user studies did not involve any
explicit collection of personal data or other sensitive data,
and all participants explicitly consented to participate. Par-
ticipating in the studies did not cause any noticeable harm to
participants, but brought some benefits to them – they could
all achieve a better understanding of how to conduct fact-
checking as a common reader and researcher.

8 Conclusion
Fake news is a challenging problem in society and causes se-
rious harm. Its speed of propagation with the help of digital
technologies suggests the need for automated solutions that
can help people combat fake news at scale. Although there
has been much effort to detect fake news, existing tools and
services overlooked engaging with experts, who are com-
monly consulted during standard fact-checking processes.
Therefore, this paper proposed aedFaCT, a Web browser ex-
tension that retrieves expert opinions related to a news article
to help fact-checkers and the general public perform fact-
checking. Our initial evaluation suggested that it can accel-
erate fact-checking process without negatively affecting the
search quality.
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